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𝑶 

Pr 𝑨 𝑫 = 𝑶  

Pr 𝑨 𝑫′ = 𝑶  

ratio ≤ exp⁡(𝜺) 

where 𝑫 and 𝑫′ are neighboring databases that differ by at most one tuple  

exp −𝜺 ≤
Pr 𝑨 𝑫 = 𝑶

Pr 𝑨 𝑫′ = 𝑶
≤ exp⁡(𝜺) 

Reusability: only access sensitive data once Generality: support most queries 
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EDGE SELECTION 

NoPrivacy:  

Select the next tree edge with 
maximum  𝐼. 
 

Private selection: 

Use exponential mechanism1 to 
select: 𝑞 𝑒𝑑𝑔𝑒 = 𝐼(𝑒𝑑𝑔𝑒); 

Δ 𝐼 = 𝑂(log 𝑛 /𝑛), 𝑛 = |𝐷|.  

𝐼 𝑋, 𝑌 =   Pr⁡[𝑥, 𝑦]
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𝐹(𝑋, 𝑌) = −
1
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⁡ min
Π:𝑜𝑝𝑡𝑖𝑚𝑎𝑙

Pr 𝑥, 𝑦 − Π 1 ⁡ 

1Frank McSherry and Kunal Talwar. "Mechanism design via differential privacy." FOCS’07  

The quality of a Bayesian network is measured by sum of mutual 
information 𝐼 of its edges. 𝐼 is defined as 

range (info) 𝑂(1) sensitivity (noise) 𝑂(log 𝑛 /𝑛) 

Problem: low info-noise ratio 

Solution: design a new function 𝐹 that (i) has a higher info-noise 
ratio; (ii) has a strong positive correlation with 𝐼 

Idea: define 𝐹⁡to agree with 𝐼⁡at maximum values and interpolate 
linearly in-between 

range (info) 𝑂(1) sensitivity (noise) 𝑂(1/𝑛) 

𝐹 and 𝐼 of random distributions 
correlation coefficient 𝑟 = 0.9472 

quality of private Bayesian network 
using 𝐹 or 𝐼  

We apply PrivBayes to generate one synthetic dataset, to answer 
a set of counting and SVM training queries simultaneously. 

However, the tuple distribution has a huge domain (exponential to dimension), 
which leads to high computational cost and low signal-to-noise ratio. 
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1. Private Data Release 
 Differential privacy 

 
 
 
 
 

 

 Interactive mode 

 
 

 

 Non-interactive mode (synthetic data release) 

2. Private Bayesian Network 
 Approximate full distribution by low dimensional ones 

 
 
 
 

 
 Build a Bayesian network 

Π1 Π2 

run 3,4 iteratively 

3. Function 𝑭:  Linear vs. Logarithmic 
 Drawback of Function 𝐼 

 
 
 
 

 
 

 Function 𝐹 

 
 
 
 

 

 

 Example of 𝐹 

 

 

 

 𝐹 vs. 𝐼 

4. Experiments 
 

 

 Counting queries 

 
 
 
 
 
 

 

 Multiple SVMs 


